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Fig. 1. We introduce MaterialPicker, a DiT-based model that generates high-quality materials, conditioned on image crops and/or text prompts. Our model
accurately captures textures and material properties even from photographs of distorted or partially obscured surfaces. We demonstrate MaterialPicker by
extracting material properties (albedo, normal, roughness, height and metallicity, shown in a column next to the input crops) from smartphone-captured
photos, then applying these materials (as indicated by green arrows) in a 3D scene for photo-realistic rendering results.

High-quality material generation is key for virtual environment authoring
and inverse rendering. We propose MaterialPicker, a multi-modal material
generator leveraging a Diffusion Transformer (DiT) architecture, improving
and simplifying the creation of high-quality materials from text prompts
and/or photographs. Our method can generate a material based on an image
crop of a material sample, even if the captured surface is distorted, viewed
at an angle or partially occluded, as is often the case in photographs of
natural scenes. We further allow the user to specify a text prompt to provide
additional guidance for the generation. We finetune a pre-trained DiT-based
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video generator into a material generator, where each material map is treated
as a frame in a video sequence. We evaluate our approach both quantitatively
and qualitatively and show that it enables more diverse material generation
and better distortion correction than previous work.
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models

ACM Reference Format:
Xiaohe Ma, Valentin Deschaintre, Miloš Hašan, Fujun Luan, Kun Zhou,
Hongzhi Wu, and Yiwei Hu. 0. MaterialPicker: Multi-Modal DiT-Based Ma-
terial Generation. ACM Trans. Graph. 0, 0, Article 0 ( 0), 12 pages. https:
//doi.org/10.1145/3731199

1 INTRODUCTION

High-quality materials are a core requirement for photorealistic
image synthesis. We present a multi-modal material generator, con-
ditioned on a text prompt and/or an image. The image can be a
photograph containing a material sample captured at any angle,
potentially distorted or partially occluded. Our model lets users
“pick” materials from any photograph just by outlining a rough crop
square around the material sample of interest.
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Traditional material acquisition often requires tens or hundreds
of photo samples under known light conditions and camera poses.
Even with recent advances in material acquisition allowing single
or few image(s) capture [Deschaintre et al. 2018, 2019; Guo et al.
2021; Martin et al. 2022; Shi et al. 2020a; Vecchio et al. 2024a; Zhou
and Kalantari 2022], restrictions on the capture conditions are im-
posed. These methods typically require a camera flash as the only
light source, and/or a fronto-parallel view of a flat sample. Even
methods designed for capture using non-planar photographs [Lopes
et al. 2024] cannot handle significant texture distortion in the in-
put photographs. Many recent material generation methods are
trained from scratch on synthetic materials, limiting the generation
diversity due to limited datasets [Adobe 2024; Vecchio et al. 2024a],
as compared to general-purpose text-to-image diffusion models
[Nichol et al. 2021; Ramesh et al. 2022; Rombach et al. 2022].

We propose to tackle these challenges with two new ideas. First,
we create a dataset which contains 800K crops of synthetic scene
renderings, textured with randomly assigned materials, with each
crop paired with its ground truth material. Using this data, we train
our model for the “material picking" task. We additionally use a
text-to-material dataset [Vecchio et al. 2024a] containing 800K pairs
of text descriptions and associated ground truth material maps,
encouraging material generation diversity and resulting in a multi-
modal generator that can accept images, text or both.
Second, we re-purpose a text-to-video generation model to gen-

erate material maps instead. We use a Diffusion-Transformer (DiT)
based architecture, which has been shown to be effective for high-
quality video synthesis [Brooks et al. 2024]. However, our target
domain is materials, which we represent as a set of 2D maps (albedo,
normal, roughness, height, metallicity). To adapt our base DiTmodel,
trained on videos, to materials, we finetune it by considering each
material map as a “frame” in a video sequence. This approach pre-
serves the strong prior information in the video model, improving
our method’s generalization and robustness.
We evaluate our model on both real and synthetic input images

and compare it against the state-of-the-art methods for texture
rectification [Hao et al. 2023], material picking [Lopes et al. 2024],
material acquisition [Vecchio et al. 2024a] and text-to-material gener-
ation [Vecchio et al. 2024a,b]. We show that our approach generates
materials that follow the input text prompt and/or match the ap-
pearance of the material sample in the input image, while correcting
its distortions. In summary, we make the following contributions:

• We propose a material generation model which uses text
and/or image prompts as inputs, while being robust to distor-
tion, occlusion and perspective in the input image.

• We design a large-scale dataset of crops of material samples
paired with the corresponding ground truth material maps,
enabling our model to handle a range of viewing angles and
distortions.

• We adapt a Diffusion Transformer text-to-video model for
material generation by treatingmaterial maps as video frames,
preserving the original prior knowledge embedded in the
model to generate diverse materials.

2 RELATED WORK

2.1 Material Acquisition and Generation

While material acquisition has been a long standing challenge
[Guarnera et al. 2016], lightweight material acquisition and genera-
tion have seen significant progress using machine learning. Various
methods were proposed to infer PBR material maps from only a
single or few photographs [Deschaintre et al. 2018, 2019, 2020; Guo
et al. 2021; Shi et al. 2020a; Zhou and Kalantari 2022]. However,
these methods rely on specific capture condition using a flash light
co-located with the camera location. Martin et al. [2022] propose
to use natural illumination but doesn’t support direct metallic and
roughness map estimations. Further, these methods rely on the cam-
era being fronto-parallel or very close to it. This kind of photographs
require specific captures, making the use of in the wild photos for
material creation challenging.

As an alternative to create materials, generative model for mate-
rials were proposed. GAN-based approaches [Guo et al. 2020; Zhou
et al. 2022] show that unconditional generation of materials is pos-
sible and can be used for material acquisition via optimization of
their noise and latent spaces. Recent progress in generative model,
and more specifically diffusion models [Rombach et al. 2022], en-
abled more stable, diffusion based, material generators [Vecchio
et al. 2024b; Xue et al. 2024]. Such diffusion models can also be
used to support material acquisition tasks [Vecchio et al. 2024a], for
example when paired with ControlNet [Zhang et al. 2023]. All these
diffusion-based approaches either attempt to train the model from
scratch, using solely synthetic material data [Vecchio et al. 2024a,b]
or significantly alter the architecture of the original text-to-image
model [Xue et al. 2024], preventing the use of the pre-existing pri-
ors in large scale image generation models [Rombach et al. 2022],
limiting their generalization and diversity. Further, image prompts
are limited to fronto-parallel photographs, which requires a specific
capture.
Other methods leveraged transformers as a model for material

generation [Guerrero et al. 2022; Hu et al. 2023] but focused on
procedural material, which relies on generating functional graph
generation, a very different modality. These procedural represen-
tations have resolution and editability benefits, but cannot easily
model materials with complex texture patterns in the wild. In con-
trast, our model supports generating materials from any image or
text prompt and produces varied, high-quality material samples.

2.2 Material Extraction and Rectification

Different methods were proposed to rectify textures or generally
enable non-fronto-parallel textures as input. Some approaches [Yan
et al. 2023; Yeh et al. 2022] aim to evaluate the materials in an im-
age through a retrieval and optimization method. Given an image,
they retrieve the geometries and procedural materials in databases
to optimize their position and appearance via differentiable ren-
dering [Shi et al. 2020b; Zhang et al. 2020]. Closest to our work is
Material Palette [Lopes et al. 2024], targeting material extraction
from a single photo, not restricted to fronto parallel images. The
method leverages Dreambooth [Ruiz et al. 2023] optimized through
a LoRA [Hu et al. 2021] on Stable Diffusion [Rombach et al. 2022]
to learn a “concept” for each material. This lets them generate a
texture with a similar appearance to the target material and use a
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separate material estimation network to decompose the texture into
material maps. However, this LoRA optimization step takes up to 3
minutes for each image, and we find that our approach reproduces
better the target appearance.

A related field is that of texture synthesis from real-world images.
Wu et al. [2020] present an automatic texture exemplar extraction
based on Trimmed Texture CNN. VQGAN [Esser et al. 2021] achieves
high resolution image-to-image synthesis with a transformer-based
architecture. These methods however do not support the common
occlusions and deformations that occur in natural images. To tackle
this limitation, Hao et al. [2023] propose to rectify occlusions and
distortions in texture images via a conditional denoising U-Net with
an occlusion-aware latent transformer. We show that our approach
yields better texture rectification and simultaneously generates ma-
terial parameters.

2.3 Diffusion Models and Diffusion Transformers

Diffusion models [Ho et al. 2020; Sohl-Dickstein et al. 2015; Song
and Ermon 2019; Song et al. 2021] are state-of-the-art generative
models, showing great results across various visual applications
such as image synthesis and video generation. The core architecture
of diffusion models progressed from simple U-Nets, incorporating
self-attention and enhanced upscaling layers [Dhariwal and Nichol
2021], prior-based text-to-image model [Nichol et al. 2021; Ramesh
et al. 2022], a VAE [Kingma and Welling 2022] for latent diffusion
models (LDM) [Rombach et al. 2022] and temporal attention layers
for video generations [Blattmann et al. 2023a,b]. These image gener-
ation methods all rely on a U-Net backbone, a convolutional-based
encoder-decoder architecture.
Recently, transformer-based diffusion models, Diffusion Trans-

formers (DiT) were proposed [Peebles and Xie 2023], benefiting from
the scalability of Transformer models, removing the convolutions
inductive bias. PixArt-𝛼 presents a DiT-based text-to-image that
can synthesize high resolution images with low training cost. Stable
Diffusion 3 [Esser et al. 2024] demonstrates that a multi-modal DiT
model trained with Rectified Flow can achieve superior image syn-
thesis quality. Compared to the U-Net architecture, the DiT shows
greater flexibility in the representation on the visual data, which is
particularly important to video synthesis tasks. Sora [Brooks et al.
2024], a DiT-based video diffusion model, encodes video sequences
as tokens and uses transformers to denoise these visual tokens,
demonstrating the ability to generate minute-long, high-resolution
high-quality videos. We adapt a DiT-based video generation model
for our purpose and show that it can be flexibly transformed into a
multi-channel material generator.

3 METHOD

3.1 Diffusion Transformers

Diffusion models are generative models that iteratively transform
an initial noise distribution (e.g. Gaussian noise) into a complex
real-world data distribution (e.g., images, or their encodings). The
diffusion process relies on a forward process that progressively
transforms the original data distribution into a noise distribution.
For example, this can be achieved by iteratively adding Gaussian

noise to the data sample. Given data samples 𝑥 ∼ 𝑝data, corrupted
data 𝑝 (𝑥𝑇 |𝑥0) =

∏𝑇
𝑡=1 𝑝 (𝑥𝑡 |𝑥𝑡−1, 𝜖), 𝜖 ∼ N(0, 𝐼 ) are constructed in

𝑇 diffusion steps.
To sample the original data distribution 𝑝data from the noise

distribution, a reverse mapping 𝑝 (𝑥0) = 𝑝 (𝑥𝑇 )
∏𝑇

𝑡=1 𝑞(𝑥𝑡−1 |𝑥𝑡 , 𝜖𝑡 )
needs to be modeled where 𝜖𝑡 is the noise sampled at each step. A
neural network 𝑓𝜃 is conditioned on the denoising step 𝑡 to predict
the noise 𝜖𝑡 , which is then used to reconstruct 𝑥𝑡−1 from 𝑥𝑡 in each
reverse step [Ho et al. 2020]:

E𝑥∼𝑝data,𝑡∼𝑈 (0,𝑇 ))
[
∥𝜖𝑡 − 𝑓𝜃 (𝑥𝑡 ; 𝑐, 𝑡)∥2

]
, (1)

where 𝑐 is conditional inputs (e.g., text prompts or images).
We use a Diffusion Transformer [Peebles and Xie 2023] architec-

ture as a backbone to model 𝑓𝜃 . The visual data 𝑥 ∈ R𝐹×3×𝐻×𝑊 is
tokenized patch-wise, resulting in visual tokens 𝑥 ∈ R𝑉×𝐷 where
𝐻,𝑊 , 𝐹 are the spatial and temporal dimensions of the video, 𝑉 is
the number of tokens and 𝐷 is the feature dimension. Positional
encoding is also added to 𝑥 to specify spatial and temporal order.
Any condition 𝑐 is also embedded as tokens 𝑐 ∈ R𝑉 ′×𝐷 where 𝑉 ′ is
the number of the tokens for conditional inputs. For example, when
𝑐 is a text, it is encoded by a pre-trained encoder [Radford et al.
2021] with additional embedding layers to map it into the same fea-
ture dimension 𝐷 . The transformer 𝑓𝜃 (𝑥𝑡 ; 𝑐, 𝑡) is trained to denoise
each patch at timestep 𝑡 . The final denoised patches 𝑥0 ∈ R𝑉×𝐷 are
reassembled as visual data 𝑥0 ∈ R𝐹×3×𝐻×𝑊 after decoding through
linear layers. Since the number of tokens grows quickly with resolu-
tion, we use a variational autoencoder (VAE) model [Peebles and Xie
2023; Rombach et al. 2022] before the tokenizing process, producing
a latent representation of 𝑦 ∈ R𝐹 ′×𝐷′×𝐻 ′×𝑊 ′

of the original data 𝑥
for the transformer to process.

3.2 Datasets

To train our material generative model, we propose two datasets,
Scenes and Materials. Together, these datasets enable joint training
for both surface rectification and high quality material generation.
For the Scenes dataset, we build a set of synthetic indoor scenes

with planar floors, walls, and randomly placed 3D objects, such
as cubes, spheres, cylinders, cones, and toruses, similar to random
Cornell boxes [Cohen and Greenberg 1985]. Each object is ran-
domly assigned a unique material from around 3,000 stationary
(i.e., approximately shift invariant) materials. We use the Blender
implementation of the Disney Principled BSDF model [McAuley
et al. 2012] for rendering the dataset and other visualizations in
the paper, using base color (albedo), normal, roughness, metallic,
and height maps, leaving other parameters as default. Using this
approach we create a dataset of 100,000 high-resolution rendered
images, with different kinds of light sources, including point lights
and area lights, to simulate complex real-world illumination (see
Fig. 2). We randomly place cameras to capture a wide variety of
view points and maximize coverage.

We further crop the rendered images to construct training data,
including input images, corresponding material maps, binary mate-
rial mask, and the material name as an optional text prompt. During
cropping, we ensure that the dominant material occupies at least
70% of the region. Importantly, we rescale the material maps based
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on UV coordinates to ensure that the rendered crops and target
material maps share a matching texture scale. After cropping, this
dataset contains 800,000 text-image-mask-material tuples. We will
share out dataset creation script, facilitating reproduction using
public materials datasets [Ma et al. 2023; Vecchio and Deschaintre
2024].
As our Scenes dataset only contains stationary materials, it may

fail to represent the full diversity of textures in the wild. To en-
hance the generalization capability, we use an additional Materials
dataset [Martin et al. 2022], which we augment to 800,000 cropped
material maps. We use the name of the materials as the text prompts
for text-to-material generation. These data items can be thought of
as text-material pairs. This additional data diversity leads to signifi-
cant improvement for non-stationary textures in input photographs
as discussed in Sec. 4.4.2.

3.3 Generative Material Model

We employ a pre-trained DiT-based text-to-video generative model
as our base model, with an architecture similar to that of the pub-
licly available HunyuanVideo model [Weijie et al. 2024]. It follows
a decoder-only Transformer structure with stacked self-attention
blocks. The model takes both text and visual conditions as input:
the input frames are first encoded by a 3DVAE encoder, producing
a latent representation which is then corrupted by noise during
training. Simultaneously, text prompts are processed by a T5-based
encoder, producing text embeddings that are appended to the noisy
latents. Additionally, timestep embeddings and spatial-temporal
positional embeddings are added to the latent sequences to provide
temporal and spatial context (i.e., each token’s frame number and
position within the frame). The DiT backbone denoises the latent
sequence, which is decoded into video frames using the 3DVAE
decoder. We retarget this architecture into a multi-channel material
generator.
To retarget the model while preserving its learned prior knowl-

edge, we stack thematerial maps𝑀 (albedomap, normal map, height
map, roughness map and metallicity map) into a “video” of 5 frames,
and compute the temporal positional embedding assuming their
time stamp interval is 1 e.g., fps=1. Since DiT flexibly generates
tokenized data, as opposed to a U-Net architecture [Blattmann et al.
2023a], the number of frames it is able to produce is not fixed, allow-
ing us to adapt the original video generator to generate the right
number of “frames” to meet our requirement. Note that we treat
all material maps as “keyframes” (images) in the 3DVAE, with no
motion prediction between the frames.

For image-conditioned material generation, we consider the input
image 𝐼 as the first frame, with the model generating the stacked
material maps 𝑀 as the subsequent frames, similar to a video ex-
tension model. This setup allows the transformer’s self-attention
mechanism to jointly reason over both the input image and the
predicted material maps, while tolerating pixel misalignment due
to perspective distortion or varying camera poses.
Our decision to use a video-generation backbone is further mo-

tivated by its inherent capacity to enforce temporal consistency,

which, in this context, translates to spatial alignment across ma-
terial maps. The DiT model implicitly learns that all frames be-
yond the first should remain temporally coherent, a property that
aligns well with the goal of generating consistent texture channels.
Convolution-based architectures such as SDXL [Podell et al. 2023]
led to worse results in our initial experiments; we hypothesize this
is because they prefer (approximate) pixel alignment between input
and output.
This design also avoids architectural modifications that disrupt

pretrained knowledge. Image diffusion models are typically trained
to generate 3 channels (RGB) and need to be non-trivially adjusted
to generate more channels [Liu et al. 2023], or generate a single
material map at a time and repurpose the input text prompt as
a "switch" [Zeng et al. 2024]. Recent work [Vecchio et al. 2024a]
modified the architecture to generate multiple maps, but had to train
the model from random weights, missing the rich prior provided by
large scale image datasets about material appearance. Our use of a
video model enables the generation of multiple maps with minimally
invasive architecture modifications, inheriting strong priors from
pretrained video diffusion models.
Our solution preserves compatibility with inference-time tech-

niques such as noise rolling [Vecchio et al. 2024a], TexSliders [Guerrero-
Viu et al. 2024], SDEdit [Meng et al. 2021], etc., which could broaden
its range of applications. Furthermore, since the DiT backbone oper-
ates on tokenized representations rather than fixed-size tensors (as
in U-Net-based architectures), it is extensible, as additional maps
(e.g., opacity maps) can be incorporated by appending new frames
at the end of the token sequence. It also remains computationally
efficient, since only a small number of frames is generated.
We additionally train our material generator to produce a seg-

mentation mask for the dominant material in the crop. Typically, the
user-provided crop is not entirely covered by a single material (see
Fig. 4). Performing conservative cropping on an image may reduce
the number of usable pixels, while using an additional segmenta-
tion mask requires additional user input or a separate segmentation
model [Sharma et al. 2023]. Instead, our model automatically iden-
tifies the dominant material [Lu et al. 2009] in the image. We add
a mask 𝑆 to be inferred from the input image as the second frame.
Our training data 𝑥 can thus be represented as 𝑥 = stack(𝐼 , 𝑆, 𝑀),
where 𝑥 ∈ R7×3×𝐻×𝑊 ; we have 7 RGB frames: input, mask, and five
material maps. Since mask, height, roughness, and metallic maps are
single-channel, we convert them into RGB images before concate-
nating themwith other frames. Noise 𝜖𝑡 is applied only to the last six
frames occupied by 𝑆 and𝑀 , resulting in 𝑥𝑡 = stack(𝐼 , 𝑆𝑡 , 𝑀𝑡 ), with
the first frame (input image) remaining free of noise. Our objective
from Eq. 1 is

E𝑥∼𝑝data,𝑡∼𝑈 (0,𝑇 )
[
∥𝜖𝑡 − 𝑓𝜃 (𝑥𝑡 ; 𝑐, 𝑡) [−6 :] ∥2

]
, (2)

where 𝑐 denotes the text material description. This process can be
seen as frames completion (mask and material channels) given the
input image and text condition. The notation [−6 :] refers to the last
6 frames generated by the Transformer. When the input consists
solely of 𝑐 without 𝐼 , 𝑥 = stack(𝑆,𝑀) where 𝑆 is a uniformly white
RGB image. The computation of the loss remains unchanged.
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Render Crop Mask Albedo Normal Roughness Height Metallic

Text: “Wood, cherry wood laser cut bowling pin"

Text: “Marble granite, stylized light blue marble herringbone tiles"

Fig. 2. Our Scenes dataset. We build random scenes and render paired
text/image-to-material dataset with 3K randomly sampled materials. In
each rowwe show a 2K synthetic rendering, a crop with a dominant material,
the material mask and corresponding material maps.

3.4 Training and Inference

We finetune the pre-trained DiT model using the AdamW optimizer
on 8 Nvidia A100 GPUs. The learning rate is set at 0.99 × 10−4
with an effective batch size of 64. The model is finetuned on 256 ×
256 resolution for about 70K steps, which takes 90 hours. During
training, we feed data from our two training datasets Scenes and
Materials in a 5:3 ratio, prioritizing the task of image-conditioned
material generation. For text-only or unconditional generation, the
mask is replaced by a completely white image placeholder.
Our model completes a generation in 12 seconds using DDIM

[Song et al. 2020] with 50 diffusion steps on an Nvidia A100. The
model natively outputs a resolution of 256 due to limited computa-
tional resources. We apply an upsampler [Niu 2023] to increase the
resolution of each material map to 512 × 512.

4 RESULTS

We evaluate the performance of our MaterialPicker across multiple
dimensions. First, we perform qualitative and quantitative compar-
isons with Material Palette [Lopes et al. 2024] on material extraction
using both synthetic and real-world images (Sec. 4.2). Next, we
compare with a material acquisition method [Vecchio et al. 2024a]
and a texture rectification method on real-world images (Sec. 4.2),
and with MatGen [Vecchio et al. 2024a] and MatFuse [Vecchio et al.
2024b] on text-to-material generation (Sec. 4.3). Finally, we conduct
ablation studies on multi-modality, dataset design, the usage of a
mask, and evaluate the impact of the input image scale and the ro-
bustness to distortion and lighting/shadowing. We also demonstrate
our generalizability to complex patterns and the ability to generate
seamless results (Sec. 4.4).

4.1 Evaluation dataset and metrics

4.1.1 Synthetic evaluation dataset. For systematic evaluation, we
build a synthetic evaluation dataset by gathering a diverse set of 531
materials from PolyHaven1, applied to three interior scenes from
the Archinteriors collection [Evermotion 2021] (completely indepen-
dent from our training set). For each scene, we sequentially apply
the 531 collected materials to a designated object inside the scene,
and render 2D images using Blender Cycles [Blender Community
2018] with the scene’s default illumination setup. We generate 1,593

1https://polyhaven.com/

Ground-Truth Ours Material Palette

Fig. 3. Comparisons with Material Palette [Lopes et al. 2024] on synthetic
dataset for material extraction. The first column shows the ground truth
material maps from PolyHaven, with the rendered scene below. The yellow
square area indicates the crop used as the input for both models. The second
and third columns show the material maps extracted by our model and
Material Palette, along with the re-rendered images. We can see that our
approach better matches the ground truth appearance.

synthetic renderings, and crop a square around the location of the
object with replaced materials.

4.1.2 Real photographs evaluation dataset. To validate the general-
ization of our models, we curate an evaluation dataset containing
real photographs captured by smartphones. This dataset covers a
comprehensive set of real-world materials observed under both nat-
ural outdoor lighting and complex indoor illumination. We crop the
photographs with a primary focus on our target material, without
strictly limiting the cropping boundaries.

4.1.3 Evaluation metrics. Since we do not target pixel-aligned mate-
rial capture, per-pixel metrics cannot be used for our results. Instead,
we focus on the appearance similarity of thematerials extracted from
the photo inputs. Following related work on high-fidelity image
synthesis such as DreamBooth [Ruiz et al. 2023], we leverage CLIP-I,
which is the average pairwise cosine similarity between ViT-L-14
CLIP [Radford et al. 2021] embeddings of two sets of images. We
also use the DINO metric [Ruiz et al. 2023] to measure the average
pairwise cosine similarity between ViT-L-16 DINO embeddings.

4.2 Image Conditioned Generation

We evaluate the performance of our model on both synthetic images
and real photographs. We first show a visual comparison with the
state-of-the-art method Material Palette [Lopes et al. 2024] on our
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Table 1. Quantitative results of material extraction. We compare with Ma-
terial Palette [Lopes et al. 2024] and report the average CLIP-I metric ↑
and DINO metric ↑ between the output material maps and ground truth
alongside the 95% confidence interval.

CLIP↑ Albedo Normal Roughness Render

Mat-Palette 0.816±0.03 0.867±0.03 0.791±0.03 0.955±0.01
Ours 0.857±0.02 0.874±0.02 0.866±0.03 0.967±0.01
DINO↑ Albedo Normal Roughness Render

Mat-Palette 0.503±0.1 0.631±0.09 0.502±0.09 0.797±0.05
Ours 0.494±0.1 0.672±0.08 0.566±0.1 0.863±0.04

synthetic evaluation dataset (Sec. 4.1.1). Since Material Palette gen-
erates only three material maps (albedo, normal, and roughness), we
present both qualitative and quantitative results for these channels,
along with the re-rendered images using these generated material
maps. Our method takes 12 seconds to generate a material while
Material Palette takes 3 minutes, on the same Nvidia A100 GPU, a
15 times speedup. Furthermore, our model can generate materials
in batches. In Fig. 3 we show that our model produces material
maps with a closer texture appearance and better matching the
ground-truth material maps. In contrast, Material Palette struggles
to reconstruct structured textures often resulting in distorted lines.
We also observe that in the rendered images, our generatedmaterials
better matches the original input images.

We include a quantitative comparison and 95% confidence interval
with Material Palette on the entire synthetic dataset in Tab. 1. We
find that our model performs better on two metrics for the vast
majority of generated materials channels, with the exception of the
Albedo for which the intervals overlap. Our re-rendered images also
show consistently higher alignment with the ground truth.
We show qualitative evaluation on real photographs in Fig. 4

where we see that our model generalizes well to photographs of
materials from various angles. We render the generated materials
on a planar surface under environment lighting, showing strong
visual similarity to the original input images. UnlikeMaterial Palette,
which requires inputmasks from a separate segmentation step [Sharma
et al. 2023], our model operates out-of-box with an input image only,
showcasing its potential as a lightweight MaterialPicker.

We show a comparison with ControlMat [Vecchio et al. 2024a] in
Fig. 5. Since ControlMat uses local features of the images extracted
by ControlNet [Zhang et al. 2023] to guide the diffusion process,
it is trained to generate results that align with the input, therefore
fail to handle imperfect perspectives and distortions. Further, since
the generation of multichannel materials in ControlMat depends
on modifications to the VAE, it must be trained from scratch with-
out leveraging any image or video priors from which our method
benefits. This limits ControlMat generalization to complex textures
captured under unseen lighting conditions (e.g. 4th row).

Since our model automatically performs perspective rectification
on the generated materials, we further compare against another
state-of-the-art texture rectification and synthesis method [Hao
et al. 2023]. In Fig. 17, we evaluate both methods using real pho-
tographs. Since our model directly outputs material maps, instead of
textures, we present our results by rendering them under different
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Fig. 4. Comparison between our method and Material Palette [Lopes et al.
2024] on material extraction for real photographs. The first column shows
the input images and the generated (ours bottom-right)/provided (Material
Palette top-left) masks. The second to sixth columns show the generated
material maps and rendering under an environment map. We see that our
approach better corrects for distortion and match the original appearance.

environment maps. We find that the compared method does not
generalize well to real-world photographs, taken from non-frontal
and/or non-parallel setups and fails to correct distortion in these
cases. In contrast, our approach synthesizes a fronto-parallel view
and remains robust across various real-world lighting conditions and
viewing angles. Finally, as previously, our model does not require
detailed masks as input, directly rectifying the dominant texture in
the input image.
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Fig. 5. Comparison between our method and ControlMat [Vecchio et al.
2024a] on material extraction for real photographs with distortions. The
first column shows the input images. The second to the sixth columns show
the generated material maps and rendering under an environment map.
As ControlMat relies on well aligned conditions through ControlNet, our
approach demonstrates superior performance in correcting perspectives
and distortions. Further, as ControlMat is trained only on material data, it
does not benefit from the learned priors from a pre-trained model like our
fine-tuning, making their method less effective at generalizing to unseen
patterns and lighting conditions (e.g. in the 4th row).

4.3 Text Conditioned Generation

Although the primary focus of our method is the generation of
materials from photos, our multi-modal model also supports text-
conditioned generation without image inputs. We evaluate its per-
formance on the text-to-material task, comparing it with two state-
of-the-art diffusion-based generative models for material synthesis:
MatFuse [Vecchio et al. 2024b] and MatGen [Vecchio et al. 2024a].
As shown in Fig. 6, our model demonstrates strong text-to-material
synthesis capability, producing high-quality material samples, com-
parable to other state-of-the-art approaches. We report the cosine
similarity between each rendered image and the text condition,
calculated using ViT-L-14 CLIP [Radford et al. 2021] embeddings.
Leveraging a pretrained text-to-video model as a prior, our model
can interpret complex semantics beyond the material-only training
set, such as "wood rings" and "floral" patterns.

4.4 Ablation Study

4.4.1 Multi-modality. Our generative material model takes advan-
tages of its multi-modality. Though it is designed to create material
maps from input photographs, it can benefit from additional signal

O
ur
s

Text

“Patterned 
leather tiles, 

woven style.”

Albedo Normal Roughness Height Metal. / Spec. Render

0.291

M
at
G
en “Patterned 

leather tiles, 
woven style.”

0.260

M
at
Fu

se “Patterned 
leather tiles, 

woven style.”
N/A

0.243

O
ur
s

“Oak floor 
glossy closeup 
detail showing 
earlywood and 

latewood rings.” 0.228

M
at
G
en

“Oak floor 
glossy closeup 
detail showing 
earlywood and 

latewood rings.” 0.218

M
at
Fu

se

“Oak floor 
glossy closeup 
detail showing 
earlywood and 

latewood rings.”

N/A

0.220

O
ur
s “Paper mat, 

floral print.”

0.237
M
at
G
en “Paper mat, 

floral print.”

0.220

M
at
Fu

se

“Paper mat, 
floral print.” N/A

0.132

Fig. 6. Comparison of text-to-material generation between our model, Mat-
Gen [Vecchio et al. 2024a], and MatFuse [Vecchio et al. 2024b]. The "Text"
column contains the input text conditions. The second to last columns show
the generated material maps, along with a rendering under environment
lighting. The CLIP score between the rendering and the text is reported at
the bottom of each rendered image (higher is better). We note that MatFuse
generates a specular map rather than a metallic map.

to reduce the ambiguity of a single in-the-wild photograph. We
present different combinations of input conditions in Fig. 7 includ-
ing 1) text condition only; 2) image condition only and 3) text+image
dual conditions. We found that text conditioning provides high level
guidance for material generation. On the other hand, image con-
ditioning contains ambiguities, as lighting and camera poses are
uncontrolled. Combining both options enables text prompts to guide
the model in identifying the reflective properties of a material. For
instance, by prompting the model with appropriate text, it can better
differentiate between metallic and non-metallic materials, as shown
in the third example in Fig. 7.

4.4.2 Mixed Dataset. In Sec. 3.2, we introduce two datasets used to
train our model. To confirm that using both datasets help, we train
a variant using only the Scene dataset. Since this dataset primarily
contains stationary materials, training exclusively on it reduces
our model’s generalization for complex texture patterns commonly
found in real-world scenarios as shown in Fig. 8. By mixing addi-
tional training data, our model synthesizes more diverse texture
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Fig. 7. Comparison of different input combinations. The first column shows
the input condition. Text conditioning provides only coarse guidance for
material generation, while image inputs offer explicit cues on material
appearance. However, image inputs remain ambiguous with respect to
material properties, as seen in the third example. Using both text and image
conditioning simultaneously reduces this ambiguity, enhancing control and
quality.

patterns and features such as woven pattern or the texture of a
manhole cover.

4.4.3 Mask as Input or Output. As opposed to existing material
generation models, our model does not require the target material
to cover the entire input image [Vecchio et al. 2024a] or manually-
created masks [Lopes et al. 2024] to identify the sample of interest.
Our model instead outputs a mask along with the generated ma-
terials. To assess the impact of generating this mask, we train an
alternative model using our two datasets, with a slight modifica-
tion to the model configuration. We add noise 𝜖𝑡 to the material
maps𝑀 only, with 𝑥𝑡 = stack(𝐼 ,𝑉 ,𝑀𝑡 ), leaving the image and mask
as non-noised inputs (or 𝑥𝑡 = stack(𝑉 ,𝑀𝑡 ) without 𝐼 ), using our
adaptation of a video model (as described in Sec. 3.3). The loss is
then computed on the material maps 𝑀 only. As shown in Fig. 9,
we find that our proposed model, which automatically predicts a
mask, performs comparably well to this variant requiring the mask
as input.
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Fig. 8. Impact of our text-to-material synthetic dataset on generation and
generalization. For each sample, the first row shows the generation results
from our baseline model, trained on mixed datasets (Sec. 3.2), and the
second row shows results from a model trained only on the Synthetic scenes.
The model trained with mixed dataset is able to synthesize better non-
stationary, realistic textures. The leftmost side of each row is labeled with
the text conditioning input used.
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Fig. 9. Impact of mask on material generation quality. Here shows the effect
of using the mask as an input versus as an output on the quality of generated
materials. Each pair of consecutive rows represents the results from the
model with the mask as input (top row) and the model with the mask as
output (bottom row). The results show that our model can accurately predict
masks without a decrease in material quality. The leftmost side of each row
is labeled with the text conditioning input used.

4.4.4 Input scale. Reproducing the texture scale in the input photos
is critical for material generation. As we process our training data to
align the scales of input images and output material maps (Sec. 3.2),
our model generates scale-matched materials, as shown in Fig. 10.
We see that our result follows the scale of the input as it increases
from top to bottom.

4.4.5 Evaluations on the Robustness. To examine the robustness of
our model to strong, real-world, distortions, we generate a synthetic
test set that use textures from the texture datasets TexSD [Lopes
et al. 2024] and follow the texture processing steps outlined by Hao
et al. [2023]. We apply homography transformations [Hartley and
Zisserman 2003] and thin plate spline transformations [Bookstein
1989] to the textures. Our results in Fig. 11 show that the model
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Fig. 10. Evaluation of our model’s adaptability to different input texture
scales on real photographs. We can see that our results are generated with
a scale matching that of the input.

is robust to severe distortions, stretching, and the blurring effects
introduced by these transformations. More examples of real pho-
tos with distortion or surface geometry diversity can be found in
supplemental materials.
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Fig. 11. Evaluation of our model’s robustness to varying levels of distortion.
The first column shows textures transformed with homography and thin
plate spline transformations. The following columns present the material
maps and the rendering images. The results demonstrate that our model
effectively rectifies textures with various patterns and different types of
distortion, maintaining high-quality outputs.

We further evaluate the model’s performance when the input
image contains specular highlights and shadows in Fig. 12. We
see that these highlights and shadows in real photos do not “leak”
into material maps, highlighting the model’s robustness to various
lighting conditions.
To further demonstrate the generalization ability of our model

beyond common indoor and outdoor scenes, we test several im-
ages sourced from Pixabay2 (royalty-free). The results are shown in
Fig. 13. Notably, for challenging appearances such as animal skin
and fur, and plant surfaces, our model can generate visually plausible
results.

4.4.6 Tileable Generation. Although our model is not explicitly
trained to produce tileable outputs, we can easily incorporate noise
rolling, a test-time technique proposed in ControlMat [Vecchio et al.
2024a], to generate seamless material maps without any re-training.

2https://pixabay.com/
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Fig. 12. Evaluation of the robustness of our model to lighting and shadow
interference. We test scenarios where the input photographs contain point
light sources, shadows, or environmental reflections. The generated material
maps and rendered images demonstrate the ability of our model to handle
these interferences, preserving material quality and accurately representing
the input photos. The leftmost side of each row is labeled with the text
conditioning input used.
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Fig. 13. Evaluation of the generalization ability of our model to complex
patterns. We test on several royalty-free images from Pixabay, including
animal and plant appearances as well as abstract textures like the moon
surface. The results demonstrate that our model generalizes well beyond
typical indoor and outdoor scenes, producing visually plausible outputs for
a diverse range of complex surface patterns.

We present several successful examples of applying this technique
in Fig. 14.
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Fig. 14. Evaluation of tileable material generation. During inference, we
can employ the noise rolling strategy [Vecchio et al. 2024a] to enhance the
seamlessness of the generated results. The first column shows the input
images, followed by the 512×512 material maps. The third column displays
1024×1024 tiling results obtained by stitching the 512-resolution outputs,
and the final column presents the rendering results using the 1024-resolution
maps. Maps are ordered as albedo, normal, roughness, and height, from top
to bottom and left to right. Metallic maps are omitted as they are black in
these cases.

5 LIMITATIONS

Despite strong generation capacity, our model may still encounter
challenging inputs, as shown in Fig. 15. In the first row we show
an example where our model confuses shading and albedo varia-
tion. Our model may also have difficulty handling materials with
cutouts or holes, since it does not produce opacity maps as outputs.
Also, preserving semantically meaningful patterns, such as text, is
a remaining challenge in our approach. Furthermore, our current
model is not capable of handling transparency and refraction effects.
In the third row of Fig. 11, we present an example of generating
"ice", where the model tries to approximates the appearance using
the albedo map. The fourth and fifth rows of Fig. 15 illustrate more
challenging cases, in which the model fails to reproduce the visual
characteristics of transparent and translucent materials due to the
lack of relevant training data.

To improve themodel’s capacity for handling complex appearance
effects such as transparency, translucency, and detailed BRDF com-
ponents, one promising direction is to incorporate more advanced
material maps (e.g., specular, coat, and subsurface scattering) into
the training data, illustrated in Fig. 16. As outlined in Sec. 3.3, our
architecture is flexible and can be extended to generate additional

output channels corresponding to these effects. We leave this ex-
tension for future work, once sufficiently large-scale datasets with
such complex annotations become available.
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Fig. 15. Limitations. We show limitations of our model, such as complex
lighting and shadows in the first row, materials with perforations in the
second row, structurally significant elements like text in the third row, and
effects involving transparency and translucency in the last two rows.

Fig. 16. Future work. These images are obtained using the method described
in Sec. 3.2, with the addition of a translucency map during rendering. We
consider such complex scenarios as future work.

6 CONCLUSION

We present a generative model for high-quality material synthesis
from text prompts and/or crops of natural images by finetuning a
pretrained text-to-video generative model, which provides strong
prior knowledge. The flexible video DiT architecture lets us adjust
the model for multi-channel material generation.We show extensive
evaluation on both synthetic and real examples and conduct sys-
tematic ablation studies and test on robustness. We believe that our
re-purposing of a video model for multi-channel generation opens
an interesting avenue for other domain which require the generation
of additional channels, such as intrinsic decomposition [Vecchio
et al. 2024a].
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Input Mask (Input) [Hao et al. 2023] Our Mask (Output) Ours (Render 1) Ours (Render 2) Albedo Normal Roughness Height Metallic

Fig. 17. Comparison with Hao et al. [2023] on texture rectification for real photos. The first column shows the input photos. The second and third columns are
the required input masks and output textures of Hao et al. The fourth column shows masks generated by our model, followed by two renderings (Render 1 &
Render 2) of our generated material maps (in the last five columns) under different environment maps. Despite not requiring an input mask, our method better
rectifies perspective and distortions. Further, as we support material extraction, our result does not contain shading from the input image.
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